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Abstract—Mobile edge computing emerges to serve mobile users
with low-latency computation offloading in edge networks, which
are resource-constrained with massive users and workloads. How-
ever, existing communication and computing resource allocation
schemes for offloaded tasks aren’t efficient enough, where finished
tasks still occupy resources, wasting constrained resources. Besides,
the multi-user offloading is usually for scenarios of one task per
user, ignoring real-world multi-task offloading scenarios where each
user has multiple tasks, lack generality and flexibility. Meanwhile,
local computing resource allocation schemes in multi-task scenarios
ignore resource readjustment, causing low resource utilization.
To solve these problems, we propose ECO-GAME, an efficient
multi-task offloading scheme, which dynamically allocates band-
width and computing resources to unfinished tasks, resulting in
high resource utilization. We initially formulate the multi-task of-
floading problem as the game minimizing each user’s cost, which is
NP-hard. Thus we re-formulate the game utilizing potential games
to optimize user’s objective either locally or globally, and prove
the existence of its Nash equilibrium. We then design an efficient
multi-task offloading algorithm to obtain an approximate solution
in polynomial time, together with computational complexity anal-
ysis. We further conduct performance evaluation on ECO-GAME
utilizing price of anarchy. Numerical results demonstrate the effi-
ciency of ECO-GAME, and show ECO-GAME reduces 49.2% cost
over the state-of-the-art work, and scales well with the increasing
number of tasks and users.
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I. INTRODUCTION

THE development of the mobile edge computing and the
Internet of Things (IoT) technology comes with a mas-

sive amount of mobile devices. Many mobile applications on
mobile devices, including natural language processing, face
recognition, interactive gaming and augmented reality, are
emerging in the market in recent years, which generally re-
quire intensive computation [1], [2]. However, mobile devices
are constrained in computing capability. The conflict between
resource-constrained mobile devices and resource-consuming
applications drives the development of mobile cloud computing
(MCC) [3]. In MCC, the computation tasks are offloaded from
mobile devices to resource-rich cloud infrastructures for execu-
tion, which are however located physically far away from mobile
devices, causing high latency for data exchange with the cloud.
To reduce data transmission delays during offloading, mobile
edge computing (MEC) has been proposed [4]. MEC deploys the
cloud infrastructures at the edge of the wireless networks, whose
physical locations are in the vicinity of the mobile users [5],
[6], [7]. Therefore, for computation offloading, MEC is able to
provide much lower delays and jitters than MCC, thus satisfying
the demands of the delay-sensitive applications.

The mobile edge networks come with a massive amount of
mobile user devices and a large amount of data and task load
from these devices, where the quick increase in the number of
mobile devices and task workload has brought a big burden to
the resource-constrained communication networks. Therefore,
it is necessary and urgent to fully utilize the limited resources
of networks. However, most of existing works implicitly as-
sume that the bandwidth and computing resources allocated
to each offloaded task remain unchanged during an offloading
and execution period regardless of the released resources by
finished tasks, thus leading to resource waste and sub-optimal
solutions. Besides, they fail to consider the real-world multi-task
computation offloading scenarios where each user has multiple
computation tasks and the local computing resources allocated to
each task can be re-adjusted throughout its local execution with
the resource release by finished tasks, therefore lack generality
and flexibility.

Specifically, the limitations manifest in four perspectives:
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Waste of Wireless Communication Resources: For computa-
tion offloading in MEC, like many related works [8], [9], [10], the
wireless communication resources are constrained. The majority
of existing works propose solutions about how each mobile
user selects an appropriate wireless channel to minimize its
computational offloading cost of time. However, they assume
that the bandwidth resources allocated to each offloaded task
remain unchanged, even though other offloaded tasks have com-
pleted transmission. In other words, in their bandwidth resource
allocation schemes, once the allocated bandwidth is determined,
it is fixed throughout the transmission of the task and can not be
re-adjusted although other tasks have completed transmission.
This leads to the waste of wireless bandwidth resources, and is
inferior for the resource-constrained scenarios. Therefore, it is
necessary to propose an efficient bandwidth allocation scheme
that re-allocates the wireless bandwidth from the transmission-
completed tasks to the transmission-uncompleted tasks to fully
utilize resources and improve computational offloading perfor-
mance in resource-constrained scenarios.

Waste of MEC Computing Resources: According to [8], [11],
the computing resources in MEC are limited. The majority of
existing works only propose allocating MEC computing re-
sources to mobile users’ tasks that choose offloading equally for
fairness, and imply that the allocated MEC computing resources
remain unchanged during a computation offloading period, even
though other tasks have finished computing. In other words, in
their computing resource allocation schemes, once the allocated
computing resources are determined, they are fixed throughout
the execution of the task and can not be re-adjusted although
other tasks have finished computing. This leads to the waste
of MEC computing resources, and is inferior for the resource-
constrained scenarios. Thus, it is necessary to propose an ef-
ficient computing resource allocation scheme that re-allocates
the computing resources from the computation-completed tasks
to the computation-uncompleted tasks to fully utilize the re-
sources and improve computation offloading performance in the
resource-constrained scenarios.

Lack of Consideration of the Multi-Task Offloading Scenar-
ios: The majority of existing solutions assume the multi-user
offloading scenarios where each user has only one computation
task, and try to reach optimal solutions. However, in a variety of
real-world applications, the smart device usually needs to per-
form multiple tasks simultaneously [11], [12], [13], [14], [15].
For example, the intelligent camera may have to simultaneously
perform several tasks such as the compression of video data,
real-time object recognition and so on. Therefore, the previous
solutions are not suitable for the multi-task offloading scenarios
where each user has a set of computation tasks to offload, since
the optimization objectives change into the granularity of user (a
group of tasks) instead of a single task. In this case, it’s essential
to take the multi-task offloading scenarios into consideration
for generality and re-formulate the optimization problem in the
granularity of user.

Lack of Consideration of the Local Computing Resource
Re-Adjustment for Each Task: As is known, mobile devices are
constrained in computing capability, while existing works such
as [13], [16], [17], [18], [19] propose the simple local computing

models which only consider that the local computing resources
allocated to each task are fixed throughout its local execution
once determined. They do not consider that when other tasks
finish computing, the corresponding allocated local computing
resources are released and the local computing resources of
uncompleted tasks can be re-adjusted. Their local computing
resource allocation schemes ignore the resource readjustment,
resulting in the waste of local computing resources and low
resource utilization. Therefore, it is necessary to propose an
efficient local computing resource allocation scheme that takes
the release and re-adjustment of the local computing resources
into consideration to improve the utilization of constrained local
computing resources.

To solve all aforementioned challenging problems, we pro-
pose ECO-GAME, a multi-task computation offloading algo-
rithm together with efficient wireless bandwidth and comput-
ing resource allocation schemes. In ECO-GAME, we con-
sider the cases that the bandwidth and computing resources
released by the completed tasks are re-allocated to the un-
completed tasks, and each user has multiple computation
tasks, which is abstracted to the multi-task offloading prob-
lem. Then, we take advantage of the tools of game theory to
formulate the multi-task offloading problem as the strategic
game, so that each mobile user makes its decisions locally
according to its own interests. Our contributions are outlined
below.
� We take into consideration the real-world scenarios where

each user has multiple tasks to compute in the MEC
computation offloading problem to ensure the generality.
Besides, for constrained resources, we take the resource
release and readjustment into consideration, and propose
efficient wireless bandwidth and edge computing resource
allocation schemes for offloaded tasks and an efficient local
computing resource allocation scheme for tasks computed
locally, which re-allocate bandwidth and computing re-
sources of completed tasks to uncompleted tasks, resulting
in high resource utilization. Based on the aforementioned
efficient resource allocation schemes, we propose the com-
putation models.

� Based on game theory, we initially formulate the multi-task
offloading problem as the computation offloading game,
which minimizes each user’s average cost for computing all
its generated tasks. However it’s NP-hard to solve the game.
Thus we utilize the tool of potential games to re-formulate
the game to optimize each user’s objective either locally or
globally, thereby solving the solution in polynomial time.
For the re-formulated game, its Nash equilibrium is further
proved to exist by constructing corresponding potential
function to show that it belongs to potential games.

� We propose the multi-task offloading algorithm based on
the formulated game (ECO-GAME), to obtain an approxi-
mate solution in polynomial time via its Nash equilibrium.
Our ECO-GAME is distributed and each user can make its
decisions locally and independently, ensuring the privacy
and confidentiality. Further, we perform an analysis about
the low computational complexity of ECO-GAME, and
derive an upper bound on the number of slots required for
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ECO-GAME to terminate. Besides, performance evalua-
tion on ECO-GAME is given by utilizing the metric of
price of anarchy (PoA) and the upper and lower bounds for
PoA are derived from the perspective of the system cost.

� We conduct numerous experiments, and the experimental
results demonstrate the efficiency of ECO-GAME. The
results show ECO-GAME minimizes each user’s cost
while also reducing the computation cost of its each task,
ensuring the user’s QoS (quality of service). Besides, the
results illustrate ECO-GAME can be implemented in a real
time manner, and reduce the system cost by 49.2% over
JPBR [20], and scale well as the number of tasks on each
user increases and the number of users increases.

The remainder of this paper is organized as follows. The
related work in MEC computation offloading is discussed in
Section II. Section III introduces both system model and problem
formulation. We formulate the computation offloading game and
propose the computation offloading algorithm in Sections IV and
V respectively. Section VI gives numerical results, and the paper
is concluded in Section VII.

II. RELATED WORK

In last few years, computation offloading has increasingly
played a critical role in the area of mobile edge computing [21].
Many existing works solve the computation offloading prob-
lems in different perspectives. We summarize related works as
follows.

Typically, the optimization goals of the computation offload-
ing works focus either on energy consumption or on latency, or
on both [22]. Some existing works [23], [24] investigated the
computation offloading problems for minimizing energy con-
sumption. [23] optimized the energy consumption of the hosts in
cloud computing environment by considering their computation,
communication, and cooling energy consumption. [24] investi-
gated the problem of energy minimization together with resource
allocation, within the constraints on the computing and wireless
resources and the time latency. Some others [25], [26], [27],
[28] investigated the latency-minimization problems in MEC
offloading systems. [29] modelled the edge-edge and edge-cloud
collaborative offloading problem as the Markov decision process
to support low-latency applications. Both energy and latency
are critical factors in computation offloading, and there are
some works like [30], [31], [32], [33] optimizing energy and
time simultaneously in computation offloading. [30] applied the
vehicular nodes to provide the computing resources for solving
the Cloudlet node overload problem via task offloading. [31]
aimed to minimize the total cost of energy and latency for all
tasks using the reinforcement learning scheme. However, [31]
only focused on the system level, ignoring the individual level.

A number of recent works applied the game theoretical ap-
proach to investigate the distributed multi-user computation
offloading schemes [8], [9], [10], [20], [34], [35], [36], [37],
[38], [39]. [9] formulated the partial offloading problem in
multi-MEC system as a convex optimization problem maximiz-
ing each user’s satisfaction, which was further confronted as a
non-cooperative game. [20], [36] considered the computation

offloading problem with the wireless and cloud resource alloca-
tion, which was analysed from a game theoretic perspective. [34]
formulated the distributed computation offloading problem in
single-channel communication scenarios as the strategic game,
and its Nash equilibrium was proved to exist. [35] extended [34]
by considering multi-channel communication scenarios, and
Nash equilibrium of the reformulated game was also proved
to exist by using the tool of potential games. [39] formulated
the distributed offloading problem for Internet of Vehicles as a
game, and designed a self-learning based algorithm to obtain
its Nash equilibrium. However, all works above do not consider
the wireless and cloud resources from the completed tasks are
re-allocated to the uncompleted tasks. Besides, they only focus
on the multi-user offloading scenarios, where however each
mobile user has only one single computation task to perform.

For the multi-task offloading scenario, where each mobile user
has a group of computation tasks [11], [11], [12], [13], [14],
[16], [17], [18], [40], [41] studied the multi-server multi-task
offloading problem for minimizing the overall delay of all tasks,
where the communication and computing resource allocations
were jointly optimized. [17] studied the problem of joint task
offloading scheduling and resource allocation in vehicular edge
computing and decomposed it into a two-layer optimization
problem. [41] proposed a joint task offloading and resource
allocation with edge-edge cooperation and formulated it as a
potential game. However, they do not consider the reallocations
of these resources to uncompleted tasks. [12] formulated the
task offloading issue as a stochastic game based on multi-agent
imitation learning, in which each device minimizes its average
completion time of all the tasks it generates. However, [12] does
not consider the contention for communication and computa-
tion resources among multiple offloaded tasks. [18] considered
resource allocation, compression and security issues in computa-
tion offloading, which however doesn’t consider the contention
for local computing resources among multiple tasks. [13] inves-
tigated the multi-vehicle multi-task offloading problem with task
delay requirement constraints. [16] investigated the multi-task
offloading problem through nonorthogonal multiple access in
mobile edge computing. However, these works do not consider
the local computing resources from the completed tasks are
re-allocated to the uncompleted tasks.

The most related to our work are [20], [32], [42]. Our previous
work in [32] focused on the distributed multi-channel offloading
problem in homogeneous multi-channel communication scenar-
ios, and that the cloud computing resources allocated to each
offloaded task kept unchanged throughout its execution. Differ-
ent from [32], we investigate the multi-task offloading problem
in the heterogeneous multi-channel communication scenarios
in this paper, and consider cloud computing resources from the
completed tasks are re-allocated to the uncompleted tasks. [42]
considered the mobile users offloaded the tasks via a shared
channel, and only the users currently offloading their tasks could
be allocated the time slots dynamically. Different from [42],
our work takes the cloud computing resource contention among
multiple offloaded tasks into consideration. Besides, different
from [20], our work considers the communication resources
and cloud computing resources from the completed tasks are
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re-allocated to the uncompleted tasks. Moreover, our work con-
siders the multi-task computation offloading scenarios, where
each user has multiple computation tasks. And different from
the existing multi-task offloading works, our work considers
the local computing resources from the completed tasks are
re-allocated to the uncompleted tasks.

III. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a general MEC network architecture consisting of
a wireless base station together with edge server resources
deployed in the vicinity and a group of N = {1, 2, . . ., N}
mobile device users, each mobile device user having multiple
independent computation tasks [13], [16] (e.g., a smart camera
user may run multiple independent tasks of video data com-
pression and real-time target recognition in parallel [16]). Any
of the tasks can be either computed on the device locally or
offloaded to edge servers for execution via one of a group
of M = {1, 2, . . .,M} wireless channels. Here the number of
computation tasks generated by user n is denoted as kn. Each
user n’s task i is denoted as (Dn,i, Ln,i). Here Dn,i denotes
the size of transmission data (program files, input parameters,
etc) when user n offloads its task i. Ln,i denotes the number
of CPU cycles required for user n’s task i. For user n, some
methods such as call graph analysis can be applied to obtain the
information ofDn,i andLn,i for each task i [35]. Usern’s task i’s
computation offloading decision is denoted as an,i ∈ {0} ∪M.
Here an,i = 0 implies user n determines to execute task i on
the device locally, and an,i > 0 implies user n determines to
offload task i to edge servers for computation via the channel
an,i. The decisions of all the tasks of user n make user n’s strat-
egy an = (an,1, an,2, . . ., an,kn

). Further, all users’ strategies
constitute the decision profilea = (a1,a2, . . .,aN ). Like many
other works including [34], [35], we make an assumption that
all the users stay unchanged within a computation offloading
period.1 Considering constrained computing and wireless re-
sources, we next discuss our models of computing and wireless
resource allocation respectively. Note that the major notations
used in this paper are summarized in Table I.

A. Computing Resource Allocation

1) Local Computing Resource Allocation: We denote user
n’s computing capability on its device as F l

n (i.e., number
of CPU cycles per second). For user n’s task i, if it chooses
local computing (an,i = 0) and the other tasks of user n
choose offloading (an,j > 0, ∀j ∈ {1, 2, . . ., kn}\{i}), the al-
located computing resource of user n’s task i is F l

n. Due to the
limited local computing resources, when other tasks of user n
also choose local computing, they compete for local computing
resources. In order to ensure fairness among these independent
tasks, we consider that the computing resources of user nwill be
equally shared among these tasks that choose local computing.
Therefore, when an,i = 0, the computing resources allocated to

user n’s task i are computed as F l
n∑kn

j=1 I{an,j=0}
. The value of the

1In other words, mobile users cannot dynamically arrive or depart or change
their tasks’ decisions within a computation offloading period.

TABLE I
TABLE OF NOTATIONS

indicator function I{E} is 1 when E is true, and 0 when E is
false. The existing works such as [13], [16] assume a simple
local computing model, where the allocated local computing
resources cannot be re-adjusted throughout the computation
once determined. We put forward a complex local computing
model with consideration of resource release and re-adjustment
in this paper. Specifically, when the task computation is finished,
the allocated computing resources are released immediately, and
the released resources are re-allocated evenly to those tasks that
have not yet finished the computation, thereby improving the
resource utilization. Therefore, when an,i = 0, throughout the
computation of user n’s task i, the allocated local computing
resources may be dynamically increased in stages with the end
of the computation of other tasks that choose local computing.

2) Edge Computing Resource Allocation: Due to con-
strained MEC computing resources, when multiple tasks choose
edge computing, they compete for edge computing resources.
In order to ensure fairness among these independent offloaded
tasks, we consider that edge computing resources are equally
allocated to all the offloaded tasks. Edge computing resources
allocated to the offloaded task i of usern depend on the decisions
of all the users’ tasks. Therefore, when an,i > 0, we compute

F c

∑N
l=1

∑kl
k=1 I{al,k>0}

as the computing resources that are allocated

to task i of user n. Here F c is the computing capability of MEC
servers. However, givena, most related works including [8] con-
sider the computing resources allocated to each task that chooses
offloading remain unchanged throughout its computation. In
this paper, we take the resource release and re-adjustment into
consideration, namely, the computing resources of any offloaded
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task get released as soon as it finishes computation, and the
released computing resources from the computation-completed
tasks are re-allocated evenly to the computation-uncompleted
tasks, in order to be work conserving. Therefore, when an,i > 0,
throughout the computation of user n’s task i, the allocated
computing resources may be dynamically increased in stages
with the end of the computation of other offloaded tasks.

B. Wireless Bandwidth Resource Allocation

The bandwidth resources of the wireless channel are shared
by the tasks that choose to offload via the channel. Unlike [32]
which considers the homogeneous multi-channel communica-
tion scenarios, here we focus on the scenarios of heteroge-
neous multi-channel communication and denote Bm as the
total bandwidth on the wireless channel m. When multiple
tasks choose to offload via channel m, they compete for the
bandwidth resources of channel m. In order to ensure fairness
among these independent offloaded tasks, we consider that
wireless bandwidth resources are equally allocated to all the
tasks that choose the same channel to offload. Therefore, when
an,i > 0, the bandwidth resources allocated to user n’s task

i are computed as
Ban,i

∑N
l=1

∑kl
k=1 I{al,k=an,i}

, where Ban,i
is the

total bandwidth on the channel m = an,i. However, given a,
most related works consider the bandwidth allocated to each
offloaded task keeps unchanged in the entire data transmission.
In this paper, we take the resource release and re-adjustment into
consideration, namely, the bandwidth resources of any offloaded
task get released once completing transmission, and the released
bandwidth from the transmission-completed tasks is re-allocated
evenly to the transmission-uncompleted tasks, in order to be
work conserving. Therefore, for user n’s task i, when an,i > 0,
the allocated bandwidth throughout its transmission may get
increased dynamically with the end of the data transmission of
other offloaded tasks on the same channel.

C. Computation Model

We next discuss the response time when usern’s task i chooses
local computing on user n’s device and edge computing on edge
servers, respectively.

1) Local Computing: For user n’s task i, when an,i = 0, the
local computing time of user n’s task i is related to all of user n’s
tasks that choose local computing. First of all, for all of user n’s
tasks that choose local computing, we sort their CPU cycles in
ascending order (if they are equal, they are sorted according to
the ID of the task). The sequence of the sorted CPU cycles can be
denoted as Ln,1′ , Ln,2′ , . . ., Ln,k′ , where k =

∑kn

j=1 I{an,j=0}.
Here when 1 ≤ j ≤ k, Ln,j′ denotes the j-th smallest CPU
cycles among user n’s k tasks that choose local computing.

Then, based on previous analysis of local computing resource
allocation, we can calculate the local computing time of the

task whose CPU cycles are Ln,1′ , as Ln,1′/
F l

n

k =
kLn,1′
F l

n
. Due

to Ln,1′ ≤ Ln,2′ , the task whose CPU cycles are Ln,1′ finishes
earlier than the task whose CPU cycles are Ln,2′ . As soon
as the task finishes computation, its computing resources are
released and re-allocated to computation-uncompleted tasks.

Therefore, the computing time of the task whose CPU cy-
cles are Ln,2′ , can be divided into two parts. One part is the
time before the task whose CPU cycles are Ln,1′ finishes,

which is equal to
kLn,1′
F l

n
. The other part is the time after

the task whose CPU cycles are Ln,1′ finishes, which is equal

to (Ln,2′ − Ln,1′)/
F l

n

k−1 =
(k−1)(Ln,2′−Ln,1′ )

F l
n

. Hence, the total
computing time of the task whose CPU cycles are Ln,2′ , can

be calculated as
kLn,1′

F l
n

+
(k−1)(Ln,2′−Ln,1′ )

F l
n

=
Ln,1′+(k−1)Ln,2′

F l
n

.
Similarly, the computing time of the task whose CPU cycles are

Ln,3′ , can be calculated as
Ln,1′+Ln,2′+(k−2)Ln,3′

F l
n

. Further, when
2 ≤ j ≤ k, the computing time of the task whose CPU cycles
are Ln,j′ , can be calculated as

Ln,1′ + Ln,2′ + · · ·+ Ln,(j−1)′ + (k − j + 1)Ln,j′

F l
n

(1a)

=

∑kn

i=1 I{an,i=0}

(
I{Ln,i<Ln,j′ }Ln,i + I{Ln,i≥Ln,j′ }Ln,j′

)
F l
n

(1b)

=
Ln,j′

F l
n

kn∑
i=1

I{an,i=0}

(
I{Ln,i<Ln,j′ }

Ln,i

Ln,j′
+ I{Ln,i≥Ln,j′ }

)
(1c)

=
Ln,j′

F l
n

kn∑
i=1

I{an,i=0} min

{
Ln,i

Ln,j′
, 1

}
. (1d)

Heremin{A,B} is a function wheremin{A,B} = B ifA >
B and min{A,B} = A otherwise. As we show before, when
j = 1, the computing time of the task whose CPU cycles are
Ln,j′ , is computed as

kLn,1′

F l
n

, which also satisfies (1d).
Therefore, according to (1d), the local computing time of user

n’s task i whose CPU cycles are Ln,i, is computed as

T l
n,i(a) =

Ln,i

F l
n

kn∑
j=1

min

{
Ln,j

Ln,i
, 1

}
I{an,j=0}. (2)

2) Edge Computing: When user n’s task i is offloaded to
edge servers for execution (i.e., an,i > 0), its edge execution
time is related to all offloaded tasks of all users. Based on
previous analysis of edge computing resource allocation, with
similar argument to the derivation of (2), for user n’s task i, its
edge execution time can be calculated as

T c
n,i,exe(a) =

Ln,i

F c

N∑
j=1

kj∑
k=1

min

{
Lj,k

Ln,i
, 1

}
I{aj,k>0}. (3)

In addition, for edge computing, computation offloading leads
to additional time cost for data transmission. For user n’s task i,
when an,i > 0, its data transmission time is related to all users’
tasks on channel an,i. Based on previous analysis of wireless
bandwidth resource allocation, with similar argument to the
derivation of (2), for user n’s task i, its data transmission time
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is calculated as

T c
n,i,off (a) =

Dn,i

Ban,i

N∑
j=1

kj∑
k=1

min

{
Dj,k

Dn,i
, 1

}
I{aj,k=an,i}.

(4)

D. Problem Formulation

First of all, we consider the response time as the cost of
computing user n’s task i. We next introduce the cost of user
n’s task i in the cases of local computing and edge computing
respectively.

For usern’s task i, when an,i = 0, the cost of local computing
is computed as

Cl
n,i(a) = T l

n,i(a), (5)

where T l
n,i(a) is given in (2).

For user n’s task i, when an,i > 0, we compute the cost of
edge computing as

Cc
n,i(a) = T c

n,i,off (a) + T c
n,i,exe(a), (6)

where T c
n,i,off (a) and T c

n,i,exe(a) are given in (4) and (3)
respectively. Here the time cost of computing results back to
user n is ignored, since the size of computing results is generally
small enough compared to Dn,i [34], [35].

Based on (5) and (6), the cost for computing user n’s task i
can be calculated as

Cn,i(a) = Cl
n,i(a)I{an,i=0} + Cc

n,i(a)I{an,i>0}. (7)

Further, we define user n’s cost as the average cost (i.e.,
average response time) for computing all the tasks generated
by user n. For each user, the objective is to minimize its own
cost. This multi-task offloading problem is formulated as

min
an

∑kn

i=1 Cn,i(an,a−n)

kn
, ∀n ∈ N , (8)

which implies the trade-off between optimality and fairness.
a−n = (a1, . . .,an−1,an+1, . . .,aN ) represents strategies of
all users except user n.

In order to solve the problem formulated above and to obtain
efficient users’ strategies, we take advantage of game theory to
formulate the corresponding game in the following section.

IV. COMPUTATION OFFLOADING GAME

We utilize the game theoretic approach to solve the formulated
multi-task offloading problem. Game theory is commonly used
to design distributed schemes that allow users to self-organize
to develop strategies based on their interactions, ultimately
obtaining mutually satisfactory solutions in which no user wants
to change its strategy unilaterally.

A. Game Formulation

In the formulated multi-task offloading problem, each user’s
objective is to minimize its own cost, which is formulated as

min
an∈Sn�{0,1,...,M}kn

Tn(an,a−n), ∀n ∈ N . (9)

According to (8), user n’s cost function is denoted as

Tn(an,a−n) =

∑kn

i=1 Cn,i(an,a−n)

kn
. (10)

In the computation offloading problem above where users
compete for bandwidth and computing resources, each user is
selfish and aims to minimize its own cost. Then a straightforward
approach to solve the problem is to formulate it as the game
Γ0 = (N , {Sn}n∈N , {Tn}n∈N ). HereN represents user set, Sn

represents user n’s strategy space, and Tn(an,a−n) represents
user n’s cost function which is the utility function in games.

We solve the offloading problem using the significant solution
concept of Nash equilibrium in games in this paper. Specifically,
Nash equilibrium indicates a mutually satisfactory solution for
all users in which no user wants to change its strategy unilater-
ally. Thus it’s a relatively stable state. In the game Γ0, denote its
Nash equilibrium as a∗ = (a∗

1,a
∗
2, . . .,a

∗
N ) when there doesn’t

exist any user that can unilaterally change its strategy at a∗ to
decrease its own cost, and this is expressed as

Tn(an,a
∗
−n) ≥ Tn(a

∗
n,a

∗
−n), ∀n ∈ N ,an ∈ Sn. (11)

However, given a−n, the optimization problem for user n
in (9) is a combinatorial optimization problem over the kn-
dimensional discrete space, which is NP-hard just like the similar
analysis in [35]. To find an approximate solution in polynomial
time, we discuss the distributed solution of the problem above
using the potential game Γn = (Kn, {Sn,i}i∈Kn

, {Un,i}i∈Kn
)

for user n, where Kn = {1, 2, . . ., kn} denotes the set of all
tasks of user n, Sn,i � {0, 1, . . .,M} represents user n’s task i’s
strategy space, and Un,i in (14) represents the utility function of
user n’s task i. By introducing the game Γn for user n, we can
reduce the dimensionality of the search space from kn to 1, and
find an approximate solution in polynomial time. The details are
as follows.

First of all, we introduce the concept of potential games [43]
as given in [35].

The potential game Γn is a game with a potential function
Φn(an,a−n) which satisfies that for each i ∈ Kn, an,−i ∈
Πi′ 	=iSn,i′ , and a′n,i, an,i ∈ Sn,i, if

Un,i(a
′
n,i, an,−i,a−n) < Un,i(an,i, an,−i,a−n), (12)

we have

Φn(a
′
n,i, an,−i,a−n) < Φn(an,i, an,−i,a−n). (13)

Here an,−i represents the decisions of user n’s all other tasks
except task i. Note that a = (an,a−n) = (an,i, an,−i,a−n).
For user n’s task i, its utility function Un,i is defined as follows.

Un,i(an,i, an,−i,a−n)

= I{an,i>0}

[
Dn,i

Ban,i

(
kn∑
k=1

min

{
Dn,k

Dn,i
, 1

}
I{an,k=an,i} − 1

)

+
Dn,i

Ban,i

N∑
j=1

kj∑
k=1

min

{
Dj,k

Dn,i
, 1

}
I{aj,k=an,i}
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+
Ln,i

F c

(
kn∑
k=1

min

{
Ln,k

Ln,i
, 1

}
I{an,k>0} − 1

)

+
Ln,i

F c

N∑
j=1

kj∑
k=1

min

{
Lj,k

Ln,i
, 1

}
I{aj,k>0}

]

+ I{an,i=0}

[
Ln,i

F l
n

⎛
⎝ kn∑

j=1

min

{
Ln,j

Ln,i
, 1

}
I{an,j=0} − 1

⎞
⎠

+
Ln,i

F l
n

kn∑
j=1

min

{
Ln,j

Ln,i
, 1

}
I{an,j=0}

]
. (14)

Note that for user n’s task i, when it chooses edge computing, its
utility function is equal to the first six terms in (14), and when it
chooses local computing, its utility function is equal to the last
three terms in (14).

In the potential game Γn, let the potential function Φn coin-
cide with user n’s cost function Tn, and user n’s task i’s utility
function Un,i in (14) is derived from Tn. Then, the potential
game Γn is expressed as

(Γn) : min
an,i∈Sn,i

Un,i(an,i, an,−i,a−n), ∀i ∈ Kn. (15)

We have the theorem as follows.
Theorem 1: In potential game Γn, when the utility function

Un,i of user n’s task i is given in (14), the potential function of
the game coincides with the cost function Tn of user n.

Proof: According to the definition of potential games, to
prove Theorem 1, we show that Un,i(a

′
n,i, an,−i,a−n) <

Un,i(an,i, an,−i,a−n) implies Tn(a
′
n,i, an,−i,a−n) <

Tn(an,i, an,−i,a−n). To facilitate the analysis, we next
consider three situations: a) an,i > 0 and a′n,i > 0; b) an,i > 0
and a′n,i = 0; c) an,i = 0 and a′n,i > 0.

First, we note the fact that Amin{B
A , 1} = Bmin{A

B , 1}
where A and B are both positive numbers, which is used in
the following derivations.

Here let dj,k,n,i = min{Dj,k

Dn,i
, 1}I{aj,k=an,i}, d′j,k,n,i =

min{Dj,k

Dn,i
, 1}I{aj,k=a′

n,i} and lj,k,n,i = min{Lj,k

Ln,i
, 1}I{aj,k>0}

for ease of presentation.
a) according to (14), we know that the condition

Un,i(a
′
n,i, an,−i,a−n) < Un,i(an,i, an,−i,a−n) implies that

Dn,i

Ban,i

⎛
⎝ kn∑

k=1

dn,k,n,i − 1 +
N∑
j=1

kj∑
k=1

dj,k,n,i

⎞
⎠

− Dn,i

Ba′
n,i

⎛
⎝ kn∑

k=1

d′n,k,n,i +
N∑
j=1

kj∑
k=1

d′j,k,n,i + 1

⎞
⎠ > 0. (16)

According to (10) and (16), we can derive that

Tn(an,i, an,−i,a−n)− Tn(a
′
n,i, an,−i,a−n)

=
1

kn

⎡
⎣ Dn,i

Ban,i

⎛
⎝ kn∑

k=1

dn,k,n,i − 1 +
N∑
j=1

kj∑
k=1

dj,k,n,i

⎞
⎠

− Dn,i

Ba′
n,i

⎛
⎝ kn∑

k=1

d′n,k,n,i +
N∑
j=1

kj∑
k=1

d′j,k,n,i + 1

⎞
⎠
⎤
⎦ > 0.

(17)

b) since an,i > 0, a′n,i = 0, and Un,i(a
′
n,i, an,−i,a−n) <

Un,i(an,i, an,−i,a−n), according to (14), we know that

Dn,i

Ban,i

⎛
⎝ kn∑

k=1

dn,k,n,i − 1 +

N∑
j=1

kj∑
k=1

dj,k,n,i

⎞
⎠

+
Ln,i

F c

⎛
⎝ kn∑

k=1

ln,k,n,i − 1 +

N∑
j=1

kj∑
k=1

lj,k,n,i

⎞
⎠

>
Ln,i

F l
n

⎛
⎝2

kn∑
j=1

min

{
Ln,j

Ln,i
, 1

}
I{an,j=0} + 1

⎞
⎠ . (18)

According to (10) and (18), we can derive that

Tn(an,i, an,−i,a−n)− Tn(a
′
n,i, an,−i,a−n)

=
1

kn

⎡
⎣ Dn,i

Ban,i

⎛
⎝ kn∑

k=1

dn,k,n,i − 1 +

N∑
j=1

kj∑
k=1

dj,k,n,i

⎞
⎠

+
Ln,i

F c

⎛
⎝ kn∑

k=1

ln,k,n,i − 1 +

N∑
j=1

kj∑
k=1

lj,k,n,i

⎞
⎠

−Ln,i

F l
n

⎛
⎝2

kn∑
j=1

min

{
Ln,j

Ln,i
, 1

}
I{an,j=0} + 1

⎞
⎠
⎤
⎦ > 0.

(19)

c) when an,i = 0 and a′n,i > 0, we can also show
that Un,i(a

′
n,i, an,−i,a−n) < Un,i(an,i, an,−i,a−n) implies

Tn(a
′
n,i, an,−i,a−n) < Tn(an,i, an,−i,a−n) by a similar anal-

ysis as in b).
Combining the results in the three situations above,

we now have shown that Un,i(a
′
n,i, an,−i,a−n) <

Un,i(an,i, an,−i,a−n) implies Tn(a
′
n,i, an,−i,a−n) <

Tn(an,i, an,−i,a−n). Then, according to the definition of
potential games, given user n’s task i’s utility function Un,i

in (14), the game Γn is the potential game together with its
potential function coinciding with the cost function Tn of user
n, and Theorem 1 gets proved. �

The solution of the potential game Γn is Nash equilibrium.
Monderer and Shapley have proven that in potential games, the
corresponding potential function is minimized either locally or
globally at Nash equilibrium [43]. According to Theorem 1, we
know the potential function of game Γn coincides with user
n’s cost function Tn. Hence, we conclude that Tn is minimized
either locally or globally at Nash equilibrium of Γn. Then, we
can achieve the goal of optimizing Tn by optimizing Un,i for
each task i, finally finding an approximate solution in polynomial
time.

Based on previous analysis, we re-formulate the multi-task
offloading problem as the game Γ = (T , {Sn,i}n∈N ,i∈Kn

,
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{Un,i(an,i, a−(n,i))}n∈N ,i∈Kn
), where T = {(n, i)|n ∈ N , i ∈

Kn} represents the set of all tasks of all users, Sn,i represents
user n’s task i’s strategy space, and Un,i(an,i, a−(n,i)) in (14)
represents the utility function of user n’s task i. Then, the game
Γ is expressed as

(Γ) : min
an,i∈Sn,i

Un,i(an,i, a−(n,i)), ∀n ∈ N , i ∈ Kn. (20)

Here a−(n,i) denotes the decisions of all tasks of all users except
user n’s task i. Note that a = (an,i, a−(n,i)). Here the game Γ is
an approximate version of the original gameΓ0, and the solution
of Γ is also an approximate solution in polynomial time.

We next consider Nash equilibrium as the so-
lution of the computation offloading game Γ.
Specifically, in game Γ, a decision profile a∗ =
(a∗1,1, . . ., a

∗
1,k1

, a∗2,1, . . ., a
∗
2,k2

, . . ., a∗N,1, . . ., a
∗
N,kN

) is
regarded as the Nash equilibrium when no task of any
user can unilaterally change its decision at a∗ to decrease its
own utility function, and this is expressed as

Un,i(an,i, a
∗
−(n,i)) ≥ Un,i(a

∗
n,i, a

∗
−(n,i)),

∀n ∈ N , i ∈ Kn, an,i ∈ Sn,i. (21)

B. Existence of Nash Equilibrium

Here let’s discuss the existence of Nash equilibrium of game
Γ. As is known, there always exists the Nash equilibrium in
potential games [43]. Therefore, Nash equilibrium of Γ can be
proved to exist by showing that Γ belongs to potential games.

In order to prove that game Γ belongs to potential games, we
construct its corresponding potential function as

Φ(a) =

N∑
i=1

ki∑
j=1

(
1

2
Cc

i,j(a)I{ai,j>0} + Cl
i,j(a)I{ai,j=0}

)

+
1

2

N∑
i=1

ki∑
j=1

(
Di,jI{ai,j>0}

Bai,j

ki∑
k=1

min

{
Di,k

Di,j
, 1

}
I{ai,k=ai,j}

)

+
1

2

N∑
i=1

ki∑
j=1

(
Li,jI{ai,j>0}

F c

ki∑
k=1

min

{
Li,k

Li,j
, 1

}
I{ai,k>0}

)
.

(22)

Theorem 2: Given the potential function in (22), the compu-
tation offloading game Γ belongs to potential games.

Proof: Based on the definition of potential games, The-
orem 2 gets proved if we show that Un,i(an,i, a−(n,i)) >
Un,i(a

′
n,i, a−(n,i)) implies Φ(an,i, a−(n,i)) > Φ(a′n,i, a−(n,i)).

To facilitate the analysis, we next consider three situations: a)
an,i > 0 and a′n,i > 0; b) an,i > 0 and a′n,i = 0; c) an,i = 0 and
a′n,i > 0.

a) based on (14), we know the conditionUn,i(an,i, a−(n,i)) >
Un,i(a

′
n,i, a−(n,i)) implies that

Dn,i

Ban,i

⎛
⎝ kn∑

k=1

dn,k,n,i − 1 +
N∑
j=1

kj∑
k=1

dj,k,n,i

⎞
⎠

− Dn,i

Ba′
n,i

⎛
⎝ kn∑

k=1

d′n,k,n,i +
N∑
j=1

kj∑
k=1

d′j,k,n,i + 1

⎞
⎠ > 0. (23)

According to (22) and (23), we can derive that

Φ(an,i, a−(n,i))− Φ(a′n,i, a−(n,i))

=
1

2

⎡
⎣ Dn,i

Ban,i

⎛
⎝ N∑

j=1

kj∑
k=1

dj,k,n,i − 1

⎞
⎠+

Dn,i

Ban,i

N∑
j=1

kj∑
k=1

dj,k,n,i

− Dn,i

Ba′
n,i

N∑
j=1

kj∑
k=1

d′j,k,n,i −
Dn,i

Ba′
n,i

⎛
⎝ N∑

j=1

kj∑
k=1

d′j,k,n,i + 1

⎞
⎠
⎤
⎦

+
1

2

[
Dn,i

Ban,i

(
kn∑
k=1

dn,k,n,i − 1

)
+

Dn,i

Ban,i

kn∑
k=1

dn,k,n,i

− Dn,i

Ba′
n,i

kn∑
k=1

d′n,k,n,i −
Dn,i

Ba′
n,i

(
kn∑
k=1

d′n,k,n,i + 1

)]

=
Dn,i

Ban,i

⎛
⎝ kn∑

k=1

dn,k,n,i − 1 +
N∑
j=1

kj∑
k=1

dj,k,n,i

⎞
⎠

− Dn,i

Ba′
n,i

⎛
⎝ kn∑

k=1

d′n,k,n,i +
N∑
j=1

kj∑
k=1

d′j,k,n,i + 1

⎞
⎠ > 0. (24)

b) since an,i > 0, a′n,i = 0, and Un,i(an,i, a−(n,i)) >
Un,i(a

′
n,i, a−(n,i)), according to (14), we know

Dn,i

Ban,i

⎛
⎝ kn∑

k=1

dn,k,n,i − 1 +
N∑
j=1

kj∑
k=1

dj,k,n,i

⎞
⎠

+
Ln,i

F c

⎛
⎝ kn∑

k=1

ln,k,n,i − 1 +
N∑
j=1

kj∑
k=1

lj,k,n,i

⎞
⎠

>
Ln,i

F l
n

⎛
⎝2

kn∑
j=1

min

{
Ln,j

Ln,i
, 1

}
I{an,j=0} + 1

⎞
⎠ . (25)

According to (22) and (25), we can derive that

Φ(an,i, a−(n,i))− Φ(a′n,i, a−(n,i))

=
1

2

⎡
⎣ Dn,i

Ban,i

N∑
j=1

kj∑
k=1

dj,k,n,i +
Dn,i

Ban,i

⎛
⎝ N∑

j=1

kj∑
k=1

dj,k,n,i − 1

⎞
⎠

+
Ln,i

F c

N∑
j=1

kj∑
k=1

lj,k,n,i +
Ln,i

F c

⎛
⎝ N∑

j=1

kj∑
k=1

lj,k,n,i − 1

⎞
⎠
⎤
⎦

− Ln,i

F l
n

⎛
⎝2

kn∑
j=1

min

{
Ln,j

Ln,i
, 1

}
I{an,j=0} + 1

⎞
⎠

+
1

2

[
Dn,i

Ban,i

kn∑
k=1

dn,k,n,i +
Dn,i

Ban,i

(
kn∑
k=1

dn,k,n,i − 1

)]
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+
1

2

[
Ln,i

F c

kn∑
k=1

ln,k,n,i +
Ln,i

F c

(
kn∑
k=1

ln,k,n,i − 1

)]

=
Dn,i

Ban,i

⎛
⎝ kn∑

k=1

dn,k,n,i − 1 +

N∑
j=1

kj∑
k=1

dj,k,n,i

⎞
⎠

+
Ln,i

F c

⎛
⎝ kn∑

k=1

ln,k,n,i − 1 +

N∑
j=1

kj∑
k=1

lj,k,n,i

⎞
⎠

− Ln,i

F l
n

⎛
⎝2

kn∑
j=1

min

{
Ln,j

Ln,i
, 1

}
I{an,j=0} + 1

⎞
⎠ > 0. (26)

c) when an,i = 0 and a′n,i > 0, we can also show
that Un,i(an,i, a−(n,i)) > Un,i(a

′
n,i, a−(n,i)) implies

Φ(an,i, a−(n,i)) > Φ(a′n,i, a−(n,i)) by a similar analysis as
in b).

Combining the results above, we now have proved the game
Γ belongs to potential games. �

According to Theorem 2, the game Γ belongs to potential
games. Hence, Nash equilibrium of Γ is proven to exist. At Γ’s
Nash equilibrium a∗, the strategy a∗

n of any user n, which is
the subset of a∗, is the Nash equilibrium of the corresponding
potential game Γn, which minimizes the cost function Tn either
locally or globally and is an approximate solution in polynomial
time for the original multi-task computation offloading problem.
Then, based on the formulated game Γ, we next propose an
efficient algorithm to find a∗.

V. COMPUTATION OFFLOADING ALGORITHM

In this section, we put forward the multi-task offloading solu-
tion in polynomial time via a Nash equilibrium of the gameΓ. In
order to achieve the Nash equilibrium, we propose ECO-GAME,
an Efficient multi-task Computation Offloading algorithm based
on the formulated GAME, as shown in Algorithm 1. We next
give the computational complexity analysis about the proposed
algorithm. We further conduct the performance evaluation on the
proposed algorithm by utilizing the metric of price of anarchy.

A. Algorithm Design

We next show the algorithm design in detail in this subsection.
As is known, there is a significant property of finite improvement
for potential games [43]. And we have already proved the gameΓ
belongs to potential games. Therefore based on the facts above,
let no more than one user improve one task’s decision in an
iteration and the iteration process is guaranteed to achieve the
Nash equilibrium after finite times, which is the core of the
ECO-GAME algorithm. In ECO-GAME, the iteration process
is completed in one time slot, which is carried out synchronously
by all users in parallel. Within the time slot t, the ECO-GAME
algorithm includes the following two phases:

a) Collecting task offloading cost: based on the decision
profile a(t) at slot t, the edge servers can calculate the task
offloading cost Cc

n,i(m, a−(n,i)(t)) for user n’s task i when
the task chooses to offload via the channel m ∈ M and the

Algorithm 1: Efficient Multi-Task Computation Offloading
Algorithm (ECO-GAME).

1: Initialization:
2: Let t = 0
3: Make decision an,i(t) = 0 of each user n’s task i
4: For all users in parallel:
5: repeat
6: for all i in Kn do
7: Collect the task offloading cost Cc

n,i(m, a−(n,i)(t))
for choosing each channel m ∈ M from edge
servers

8: Calculate Δn(t) (set of task decision update) using
(27)

9: if Δn(t) 	= ∅ then
10: Transmit the request for updating task decision to

edge servers
11: if Receive the approval from edge servers then
12: Compute the best task decision update (i∗, a∗) from

Δn(t) using (28)
13: Update decision an,i∗(t+ 1) = a∗

14: Let an,i(t+ 1) = an,i(t) for each of the other tasks
except task i∗

15: Send (i∗, a∗) to edge servers to update a(t+ 1) for
next slot

16: else
17: Let an,i(t+ 1) = an,i(t) for next slot for each of

the tasks
18: Update slot t = t+ 1
19: until Receive the end message from edge servers

decisions of other tasks are given in a(t), and report it to user n.
Here in Lines 6-7 of Algorithm 1, each user n collects the task
offloading cost Cc

n,i(m, a−(n,i)(t)) for its task i ∈ Kn when the
task chooses to offload via each channel m ∈ M, from the edge
servers.

b) Updating task decision: here allow only one user to
update its one task’s current decision, as in Lines 8-17 of
Algorithm 1. According to the task offloading cost (i.e.,
{Cc

n,i(m, a−(n,i)(t)), i ∈ Kn,m ∈ M}) collected in phase a),
each user n calculates the set of task decision update as

Δn(t) � {(i, a′) | i ∈ Kn,

a′ = arg min
a∈Sn,i

Un,i(a, a−(n,i)(t)) ∧

Un,i(a
′, a−(n,i)(t)) < Un,i(an,i(t), a−(n,i)(t))}. (27)

Based on the collected information, in the calculation of (27),
each user n does not need to know the related information
of the tasks of other users, such as data size, which ensures
privacy and confidentiality. The condition Δn(t) 	= ∅ implies
that user n expects to improve its one task’s decision such that
its cost gets reduced. In this case, user n transmits the request
for updating task decision to the edge servers. Otherwise, user n
transmits nothing. Then, the edge servers transmit the approval
to one user that is randomly selected from a set of users that
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have transmitted requests. User k chooses the best task decision
update (i∗, a∗) from Δk(t) once it receives the approval. Here
(i∗, a∗) is computed as

i∗, a∗ = arg max
i,a∈Δk(t)

(
Uk,i(ak,i(t), a−(k,i)(t))

− Uk,i(a, a−(k,i)(t))
)
. (28)

Then user k will update the decision of task i∗ as ak,i∗(t+
1) = a∗, and keep the other tasks’ decisions unchanged as
ak,i(t+ 1) = ak,i(t) at next slot, where i 	= i∗. Then, user k
sends the task decision update (i∗, a∗) to edge servers to up-
date the decision profile a(t+ 1) at next slot. Users without
receiving the approval keep the tasks’ decisions unchanged as
an,i(t+ 1) = an,i(t) at next slot.

According to Theorem 2, ECO-GAME converges to the Nash
equilibrium of game Γ within finite slots. The edge servers
transmit the end message to all users when requests are no longer
received in a time slot, and ECO-GAME terminates when the
message is received by all users. Finally the decisions of users’
tasks in the last time slot are taken as their final decisions.

B. Computational Complexity Analysis

We next give the computational complexity analysis about
the ECO-GAME algorithm in this subsection. Within a time
slot, all users in parallel perform the operations in Lines
6-17 of ECO-GAME, the majority of which consist of some
basic mathematical computations. Here we care about the
calculations of the task decision update in Line 8 and the best
task decision update in Line 12. Let Kmax = maxi∈N {ki}. In
calculation of Δn(t) in (27), for each task i in Kn, user n first
calculates Un,i(a, a−(n,i)(t)) for all a in Sn,i with a complexity
of O(2(Kmax − 1)), and then finds the minimum of M + 1
values of Un,i with a complexity of O(M + 1), and finally a
comparison is needed with a complexity of O(1). Hence, the
complexity of calculating Δn(t) is O(Kmax(2Kmax +M)).
The calculation of (i∗, a∗) in (28) involves the maximum
operation over at most Kmax elements with a complexity of
O(Kmax). Hence, within a single time slot, the computational
complexity is O(Kmax(2Kmax +M + 1)). Here we can see
that, the larger the number of each user’s tasks as well as number
of wireless channels, the higher the computational complexity.
Denote C as the number of time slots required for ECO-GAME
to terminate. Thus the computational complexity in total is
O(CKmax(2Kmax +M + 1)). Let F l

max = maxi∈N {F l
i },

Bmax = maxm∈M{Bm}, Bmin = minm∈M{Bm}, K =∑N
i=1 ki and y = min{ 1

B2
max

, 1
BmaxF cF l

max
}. We have the

following result.
Theorem 3: When Dn,i, Ln,i, Bm, F c and F l

n are integers
for any n ∈ N , i ∈ Kn,m ∈ M, the number of time slots C for
convergence satisfies that

C ≤

⎡
⎣ N∑

i=1

ki∑
j=1

max

{
kiLi,j

F l
i

,
K

2

(
Di,j

Bmin
+

Li,j

F c

)}

+
1

2

N∑
i=1

ki∑
j=1

Di,jki
Bmin

+
1

2

N∑
i=1

ki∑
j=1

Li,jki
F c

−
N∑
i=1

ki∑
j=1

min

{
Li,j

F l
i

,
1

2

(
Di,j

Bmax
+

Li,j

F c

)}⎤⎦ /y. (29)

Proof: According to (22), we know that

N∑
i=1

ki∑
j=1

min

{
Li,j

F l
i

,
1

2

(
Di,j

Bmax
+

Li,j

F c

)}
≤ Φ(a)

≤
N∑
i=1

ki∑
j=1

max

{
kiLi,j

F l
i

,
K

2

(
Di,j

Bmin
+

Li,j

F c

)}

+
1

2

N∑
i=1

ki∑
j=1

Di,jki
Bmin

+
1

2

N∑
i=1

ki∑
j=1

Li,jki
F c

. (30)

Within a time slot, assume user n improves the task i’s
decision an,i to a′n,i to reduce user n’s cost. We next show this
results in a reduction of the corresponding potential function by
at least y, namely,

Φ(an,i, a−(n,i)) ≥ Φ(a′n,i, a−(n,i)) + y. (31)

Based on the proof of Theorem 2, we consider three situations:
a) an,i > 0 and a′n,i > 0; b) an,i > 0 and a′n,i = 0; c) an,i = 0
and a′n,i > 0.

a) since Dn,i and Bm are integers for any n ∈
N , i ∈ Kn,m ∈ M, according to (24), we have
Φ(an,i, a−(n,i))− Φ(a′n,i, a−(n,i)) ≥ 1

B2
max

≥ y. Here
we omit the derivation due to the space limitation.

b) since Dn,i, Ln,i, Bm, F c and F l
n are integers for any

n ∈ N , i ∈ Kn,m ∈ M, according to (26), we then have
Φ(an,i, a−(n,i))− Φ(a′n,i, a−(n,i)) ≥ 1

BmaxF cF l
max

≥ y.
Here we omit the derivation due to the space limitation.

c) we also have Φ(an,i, a−(n,i))− Φ(a′n,i, a−(n,i)) ≥ y by a
similar analysis as in b).

Therefore, according to (30) and (31), we can calculate the
upper bound of C as in (29). �

C. Price of Anarchy

So far, we have proposed the ECO-GAME algorithm to
achieve the Nash equilibrium solution. Now we conduct the per-
formance evaluation on the ECO-GAME algorithm by utilizing
the metric of price of anarchy (PoA) [44], which is commonly
used in game theory. Specifically, PoA is used to quantify the
performance gap between the approximate solution obtained by
the ECO-GAME algorithm and the optimal solution, from the
perspective of the system cost [35] which denotes the total cost
of all the users.

Here the PoA is defined as the ratio of the system cost between
the worst Nash equilibrium and optimal solution a∗, which is
denoted as

PoA =
maxa∈A

∑
n∈N Tn(a)∑

n∈N Tn(a∗)
. (32)
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Here A denotes the set of Nash equilibria of game Γ. The
smaller PoA means the approximate solution obtained by
the algorithm has a better performance. Let Ci,j,max =

max{Li,j

F l
i

∑ki

k=1 min{Li,k

Li,j
, 1}, Di,j(K−M+1)

Bmin
+

Li,jK
F c },

Ci,j,min = min{Li,j

F l
i

,
Di,j

Bmax
+

Li,j

F c }, and Ci,j,ini =
Li,j

F l
i

∑ki

k=1 min{Li,k

Li,j
, 1}. We next provide the upper and

lower bounds for the PoA.
Theorem 4: From the perspective of the system cost, PoA for

the game Γ satisfies∑N
i=1

1
ki

min
{∑ki

j=1 Ci,j,ini,
∑ki

j=1 Ci,j,max

}
∑N

i=1
1
ki

∑ki

j=1 Ci,j,min

≥ PoA ≥ 1.

(33)
Proof: a∗ and a ∈ A denote the optimal solution, and an

arbitrary Nash equilibrium ofΓ respectively. Obviously, we have∑
n∈N Tn(a) ≥

∑
n∈N Tn(a

∗) and then PoA ≥ 1.
During the initialization of the algorithm, the decision

ai,j of each user i’s task j is 0 and the cost of user i

is 1
ki

∑ki

j=1
Li,j

F l
i

∑ki

k=1 min{Li,k

Li,j
, 1} = 1

ki

∑ki

j=1 Ci,j,ini. The
cost of user i gets reduced with the algorithm. Thus, for an
arbitrary Nash equilibrium a, we have

Ti(a) ≤
1

ki

ki∑
j=1

Ci,j,ini. (34)

For each user i’s task j, when ai,j = 0, we have
Ci,j(a) ≤ Li,j

F l
i

∑ki

k=1 min{Li,k

Li,j
, 1}. Obviously the number

of tasks that choose the channel with the bandwidth of Bmin

is at most K −M + 1. When ai,j > 0, we have Ci,j(a) ≤
Di,j(K−M+1)

Bmin
+

Li,jK
F c . Therefore, for user i’s task j, we have

Ci,j(a) ≤ max{Li,j

F l
i

∑ki

k=1 min{Li,k

Li,j
, 1}, Di,j(K−M+1)

Bmin
+

Li,jK
F c } = Ci,j,max. Thus, we have

Ti(a) ≤
1

ki

ki∑
j=1

Ci,j,max. (35)

According to (34) and (35), for any user i at a, we have that

Ti(a) ≤
1

ki
min

⎧⎨
⎩

ki∑
j=1

Ci,j,ini,

ki∑
j=1

Ci,j,max

⎫⎬
⎭ . (36)

For each user i’s task j at a∗, when a∗i,j = 0, we have

Ci,j(a
∗) ≥ Li,j

F l
i

. When a∗i,j > 0, we have Ci,j(a
∗) ≥ Di,j

Bmax
+

Li,j

F c . Therefore, for user i’s task j, we have Ci,j(a
∗) ≥

min{Li,j

F l
i

,
Di,j

Bmax
+

Li,j

F c } = Ci,j,min. Thus, for any user i at a∗,
we have that

Ti(a
∗) ≥ 1

ki

ki∑
j=1

Ci,j,min. (37)

According to (36) and (37), we have that

PoA =
maxa∈A

∑
n∈N Tn(a)∑

n∈N Tn(a∗)

TABLE II
SIMULATION ENVIRONMENT

TABLE III
SIMULATION PARAMETERS

≤
∑N

i=1
1
ki

min
{∑ki

j=1 Ci,j,ini,
∑ki

j=1 Ci,j,max

}
∑N

i=1
1
ki

∑ki

j=1 Ci,j,min

.

(38)

�

VI. NUMERICAL RESULTS

In this section, we implement numerous experiments to eval-
uate the ECO-GAME performance, which are conducted in the
PyCharm IDE on the laptop with 3.00 GHz Intel Core i7-9700
CPU and 16 GB RAM. The specific components used in the
simulation environment are shown in Table II. In our experi-
ments, unless otherwise noted, the simulation parameter settings
are as follows, as given in Table III. The parameters used in
our experiments are real-world values obtained from the recent
related works. Specifically, the coverage range of the wireless
base station is 50 m, where there are N = 30 users scattered
randomly like [35]. The number of computation tasks generated
by each user n is set to an integer taken from [1, 10] randomly
and uniformly [16]. The number of the wireless channels is set
to 5, that is, M = 5 [32], [35]. We set the channel bandwidth
Bm = 99.7 Mbps for channel m [8]. User n’s computation task
i’s data size Dn,i is drawn from [1, 500] Mb randomly and
uniformly [30]. User n’s task i’s number of CPU cycles Ln,i

is drawn from [1, 50] Gcycles randomly and uniformly [8].
According to [8], [20], the local computing capability F l

n is
drawn from a continuous uniform distribution on [0.5, 1.0] GHz.
Like [20], the total computing capability of MEC servers F c is
set to 100 GHz.

To evaluate the performance of the Nash equilibrium achieved
by the ECO-GAME algorithm in terms of computation cost, we
compare ECO-GAME with three baselines: 1) CCAT (Cloud
Computing by All Tasks): based on the communication and
computing resource allocation schemes proposed in this paper,
all users randomly choose the channels to offload all their tasks
to edge servers for execution. 2) LCAT (Local Computing by
All Tasks): each mobile device user performs all its tasks on

Authorized licensed use limited to: Shenzhen Institute of Advanced Technology CAS. Downloaded on April 02,2024 at 02:41:49 UTC from IEEE Xplore.  Restrictions apply. 



CHU et al.: EFFICIENT MULTI-TASK COMPUTATION OFFLOADING GAME FOR MOBILE EDGE COMPUTING 41

Fig. 1. Computation time cost of user_24’s 8 tasks in different slots (at the
top), computation time cost of 30 users in different slots (in the middle), and
system cost of time of 30 users in different slots and algorithm execution time
(at the bottom).

its device. 3) JPBR [20]: it considers the case of constrained
communication and cloud computing resources, and that both
communication and cloud computing resources allocated to each
task that chooses offloading remain unchanged within a compu-
tation offloading period. The results shown are the averages of
100 experiments, together with 95% confidence intervals.

A. Convergence of the ECO-GAME Algorithm

To verify the convergence of ECO-GAME, we apply the
ECO-GAME algorithm and show the results in Fig. 1. Specif-
ically, Fig. 1 shows the computation cost of user_24’s 8 tasks
in different slots (at the top), in which we use user_24 as the
representative user and we can see each task’s computation
cost (i.e., latency) keeps decreasing and finally stabilizes. This
demonstrates our ECO-GAME algorithm minimizes each user’s
cost while also reducing the computation cost of its each task,
thus ensuring the user’s QoS. Fig. 1 shows the computation cost
of 30 users in different slots in the middle, in which the user’s
computation cost keeps decreasing on the whole and eventually
stabilizes. Fig. 1 shows the system cost of 30 users in different
slots and the algorithm execution time at the bottom, in which
the system cost keeps decreasing and finally stabilizes. These
results indicate that the computation cost converges to a fixed
point of Nash equilibrium of the formulated game within finite
slots, which verify the convergence of ECO-GAME. Besides, we
can also see that the algorithm execution time increases linearly
with the number of slots and finally stabilizes, which indicates
ECO-GAME converges and terminates in a short time (less than
0.4 s), ensuring the real-time performance of ECO-GAME. This
ensures the user obtains the optimal offloading strategy quickly,
improving the user’s quality of experience.

Fig. 2. Number of slots with various numbers of tasks on each user.

Fig. 3. Number of slots with various user numbers.

Fig. 4. PoA and PoA upper bound with different number of users (at the left),
and with different number of tasks on each user (at the right).

Then we evaluate the convergence time of ECO-GAME in
Fig. 2 with different number of tasks on each user (the user
number N = 10), and in Fig. 3 with different number of users.
We can see that, when ECO-GAME converges, the number of
slots grows nearly linearly with the number of tasks on each user,
and the number of users, respectively. Therefore we conclude
that ECO-GAME converges quickly and scales well as the
number of tasks on each user increases and the number of users
increases.

Further we evaluate the algorithm performance of ECO-
GAME with the PoA and PoA upper bound under different
number of users and under different number of tasks on each
user respectively. And the results are shown in Fig. 4. We can
see that the results show the PoA is close to 1 in all cases which
means the performance of ECO-GAME is close to optimal.
Besides, PoA is fairly insensitive to the number of users and
the number of tasks on each user. The PoA upper bound is
smaller in the case of a small number of tasks on each user, since
in this case the ECO-GAME and the optimal solution prefer
the task computing locally. In short, the small performance gap
between the ECO-GAME and the optimal solution demonstrates
ECO-GAME has a good performance.
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Fig. 5. System cost with various lengths of the data size range (at the left),
where the mean data size is 250.5 Mb. System cost with various mean data sizes
(at the right), where the data size range length is 50.

B. Results With Different Data Sizes

To evaluate the performance of ECO-GAME with different
lengths of the data size (Dn,i) range, we first set the user number
N = 10 and conduct the experiments with various lengths of
the data size range, and show the results in Fig. 5. Note that
for different ranges, their mean values are set to be the same.
Fig. 5 shows the system cost under various lengths of the data
size range at the left, in which ECO-GAME can reduce cost
by up to 42.3%, 32.8% and 89.8% and reduce average cost
by 35.8%, 31.6% and 88.3% over JPBR, CCAT and LCAT,
respectively. This is because ECO-GAME makes more effi-
cient use of the constrained wireless communication resources.
ECO-GAME performs much better than LCAT, which illustrates
the benefits of computation offloading. Besides, ECO-GAME
performs better than JPBR with different length. This is because
that JPBR does not consider resources from the completed tasks
are re-allocated to the uncompleted tasks, seriously wasting the
limited resources, while ECO-GAME considers this case. When
the length is small, CCAT performs worse than JPBR, however,
CCAT performs better than JPBR as the length increases. This
is because that we adopt the bandwidth resource allocation
scheme proposed in this paper in CCAT, which re-allocates
the bandwidth from the transmission-completed tasks to the
transmission-uncompleted tasks. This illustrates the efficiency
of the bandwidth resource allocation scheme. ECO-GAME per-
forms better than CCAT. This is because ECO-GAME considers
that when too many computation tasks compete for limited
communication resources and cloud computing resources, some
of the tasks will choose local computing, thereby reducing users’
cost. While CCAT considers all tasks choose cloud computing
even if it’s more beneficial for some tasks to be performed
locally.

To evaluate the performance of ECO-GAME with different
mean data sizes, we first set the user number N = 10 and
run experiments with different mean data sizes, and show the
results in Fig. 5. Note that for different mean data sizes, their
corresponding range lengths are set to be the same. Fig. 5 shows
the system cost under various mean data sizes at the right, in
which ECO-GAME can reduce cost by up to 49.2%, 43.6% and
95.0% and reduce average cost by 34.1%, 29.3% and 87.6% over
JPBR, CCAT and LCAT, respectively. The system cost by ECO-
GAME, JPBR, and CCAT gets increased as the mean data size
increases, because larger mean data size for offloading incurs

Fig. 6. System cost with various lengths of the CPU cycles’ range (at the left),
where the mean CPU cycles are 25.5 Gcycles. System cost with various mean
CPU cycles (at the right), where the CPU cycles’ range length is 5.

larger transmission time delay. Besides, CCAT performs better
than JPBR when the mean data size is small, which indicates the
efficiency of the resource allocation schemes proposed in this
paper. When the mean data size is large, CCAT performs worse
than JPBR. This is because a larger mean data size leads to larger
transmission cost which seriously affects the performance of
task computation offloading, and CCAT considers all tasks are
offloaded for computation. ECO-GAME performs better than
JPBR and CCAT with similar analysis as in last paragraph.
Observe that LCAT performs much worse than ECO-GAME,
JPBR, and CCAT. To show the experimental results more clearly,
we remove LCAT in the following figures since it performs much
worse than the other three schemes, according to our large scale
experiment results in the following parts.

C. Results With Different CPU Cycles

To evaluate the performance of ECO-GAME with different
lengths of CPU cycles’ range (Ln,i), we first set the user number
N = 10 and conduct the experiments with various lengths of
the CPU cycles’ range at the same mean value, and show the
results in Fig. 6. Fig. 6 shows the system cost under various
lengths of the CPU cycles’ range at the left, in which ECO-
GAME can reduce cost by up to 42.3%, 30.8% and 89.8% and
reduce average cost by 25.5%, 21.6% and 88.1% over JPBR,
CCAT and LCAT, respectively. This is because ECO-GAME
makes more efficient use of the constrained MEC computing
resources. ECO-GAME performs better than CCAT and LCAT.
Besides, ECO-GAME performs better than JPBR as the length
increases. This is because that JPBR does not consider that the
computing resources from the computation-completed tasks are
re-allocated to the computation-uncompleted tasks, seriously
wasting the limited computing resources, while ECO-GAME
considers this case. When the length is small, CCAT performs
worse than JPBR, however, CCAT performs better than JPBR
as the length increases. This is because that we adopt the
computing resource allocation scheme proposed in this paper
in CCAT, which re-allocates the computing resources from the
computation-completed tasks to the computation-uncompleted
tasks. This illustrates the efficiency of the computing resource
allocation scheme.

In order to evaluate the impact of the mean CPU cycles on
ECO-GAME, we first set the user number N = 10 and conduct
the experiments with various mean CPU cycles with the same

Authorized licensed use limited to: Shenzhen Institute of Advanced Technology CAS. Downloaded on April 02,2024 at 02:41:49 UTC from IEEE Xplore.  Restrictions apply. 



CHU et al.: EFFICIENT MULTI-TASK COMPUTATION OFFLOADING GAME FOR MOBILE EDGE COMPUTING 43

Fig. 7. System cost with various numbers of tasks on each user.

length of the CPU cycles’ range, and show the results in Fig. 6.
Fig. 6 shows the system cost under various mean CPU cycles at
the right, in which ECO-GAME can reduce cost by up to 32.3%,
62.2% and 89.8% and reduce average cost by 18.3%, 23.3% and
84.2% over JPBR, CCAT and LCAT, respectively. The system
cost by ECO-GAME, JPBR, CCAT, and LCAT gets increased
as the mean CPU cycles increase, because larger mean CPU
cycles for computation incur larger execution time. Besides, with
different mean CPU cycles, ECO-GAME performs better than
JPBR. This is because that ECO-GAME considers resources
from the completed tasks are re-allocated to the uncompleted
tasks, while JPBR does not consider this case. ECO-GAME
performs better than CCAT. When the mean CPU cycles are
large, CCAT performs better than JPBR because we adopt the
computing resource allocation scheme proposed in this paper in
CCAT. This illustrates the efficiency of the computing resource
allocation scheme.

D. Results With Different Numbers of Tasks on Each User

To evaluate the performance of ECO-GAME with different
number of tasks on each user, we first set the user number N =
10 and run experiments with each user n having the number
of kn = 1, 2, 3, . . ., 10 tasks respectively, and show the results
in Fig. 7. Fig. 7 shows the system cost under various numbers
of tasks on each user, in which ECO-GAME can reduce cost
by up to 45.3%, 41.8%, and 90.1% and reduce average cost
by 34.6%, 29.3%, and 89.1% over JPBR, CCAT, and LCAT,
respectively. This demonstrates the efficiency of ECO-GAME.
Specifically, with different number of tasks on each user, ECO-
GAME performs better than JPBR. This is because ECO-GAME
considers resources from the completed tasks are re-allocated
to the uncompleted tasks. While JPBR does not take this into
consideration. Besides, CCAT performs better than JPBR on
the whole, which demonstrates the efficiency of the resource
allocation schemes proposed in this paper.

E. Results With Different Numbers of Users

To evaluate the performance of ECO-GAME with different
numbers of users, we conduct the experiments in the settings of
the user number N = 5, 10, 15, . . ., 50 respectively, and show
the results in Fig. 8. Fig. 8 shows the system cost under various
numbers of users, in which ECO-GAME can reduce cost by up
to 42.3%, 52.6%, and 93.5% and reduce average cost by 31.7%,
41.4%, and 78.6% over JPBR, CCAT, and LCAT, respectively.

Fig. 8. System cost with various numbers of users.

Fig. 9. System cost with various numbers of wireless channels.

This illustrates the efficiency of ECO-GAME. ECO-GAME
considers, in the case of constrained bandwidth and computing
resources, the reallocation of the bandwidth resources from the
transmission-completed tasks to the transmission-uncompleted
tasks, and of the computing resources from the computation-
completed tasks to the computation-uncompleted tasks. While
JPBR does not consider this. JPBR considers that, in the case
of constrained communication and cloud computing resources,
both communication and cloud computing resources allocated
to each offloaded task remain unchanged within a computation
offloading period. In short, the experimental results show that
ECO-GAME outperforms JPBR in the computation cost, which
indicates the effectiveness of the bandwidth and computing
resource allocation schemes proposed in this paper.

F. Results With Other Parameter Settings

To see the effects of the other parameter settings on the
experimental results, in this subsection we conduct additional
experiments with other parameter settings for a deeper study.
Specifically, we carry out the experiments with four kinds of
other parameter settings, and they are number of channels M ,
channel bandwidth Bm, local computing capability F l

n, and
computing capability of MEC servers F c respectively. The
corresponding results are shown in Figs. 9, 10, 11 and 12
respectively. In addition, we conduct a deeper study about the
special case of multiple users with single tasks, where we use
DMCO [32] that has investigated this special case as one of the
baselines to evaluate the efficiency of ECO-GAME. And the
results are shown in Fig. 13.

1) Parameter ofM : Fig. 9 shows the system cost under various
numbers of wireless channels, where M is set to 1, 2, 3, 4, 5
respectively. In Fig. 9, we can see that ECO-GAME reduces cost
by up to 25.1% and 74.4% and reduces average cost by 23.2%
and 58.0% over JPBR and CCAT respectively. 2) Parameter
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Fig. 10. System cost with various channel bandwidths.

Fig. 11. System cost with various local computing capabilities.

Fig. 12. System cost with various MEC computing capabilities.

Fig. 13. System cost with various numbers of users with single tasks.

of Bm: Fig. 10 shows the system cost under various channel
bandwidths, where Bm is set to 10, 20, 30, ..., 100 respectively.
In Fig. 10, we can see that ECO-GAME reduces cost by up
to 25.1% and 83.8% and reduces average cost by 22.5% and
60.7% over JPBR and CCAT respectively. 3) Parameter of F l

n:
Fig. 11 shows the system cost under various local computing
capabilities, whereF l

n is set to 0.1, 0.3, 0.5, 0.8, 1.0 respectively.
In Fig. 11, we can see that ECO-GAME reduces cost by up to
29.9% and 95.0% and reduces average cost by 26.8% and 82.3%
over JPBR and LCAT respectively. 4) Parameter of F c: Fig. 12
shows the system cost under various computing capabilities of
MEC servers, where F c is set to 10, 20, 30, ..., 100 respectively.

In Fig. 12, we can see that ECO-GAME reduces cost by up to
25.1% and 66.2% and reduces average cost by 21.1% and 49.9%
over JPBR and CCAT respectively.

Fig. 13 shows the system cost under various numbers of users
with single tasks, where the number of users is set to 10, 20,
30, ..., 100 respectively and each user has only one single task.
In Fig. 13, we can see that ECO-GAME reduces cost by up to
14.2%, 26.5%, and 51.9% and reduces average cost by 9.5%,
16.2%, and 39.8% over DMCO, JPBR and CCAT respectively.
The results demonstrate the efficiency of ECO-GAME. ECO-
GAME outperforms DMCO since DMCO does not consider
the reallocation of cloud computing resources to uncompleted
tasks while ECO-GAME considers this. This also indicates the
effectiveness of the cloud computing resource allocation scheme
proposed in this paper.

We can draw the following conclusions from the above exper-
imental results. First, ECO-GAME outperforms JPBR, CCAT,
and LCAT in terms of the computation cost, which demon-
strates the effectiveness of ECO-GAME. Second, the system
cost by ECO-GAME, JPBR, CCAT, and LCAT gets reduced
as the values of the above four parameters increase, where
M and Bm correspond to communication resources and F l

n

and F c correspond to computing resources. This is because
the contention among tasks gets mitigated with the increase in
constrained resources. Third, the system cost by ECO-GAME
varies smoothly with these parameters, while the system cost
by CCAT and LCAT has a large variation, especially when the
parameter values are small. This is because CCAT offloads all
tasks to the edge (LCAT computes all tasks locally), which
is unwise in resource-constrained situations and may lead to
excessive computation cost. While ECO-GAME makes trade-
offs between the contentions among various limited resources
based on the current resource situation, and makes reasonable
offloading decisions, resulting in better performance.

VII. CONCLUSION

MEC serves mobile users with wireless communication and
cloud computing resources in the vicinity in mobile edge net-
works for low-latency computation offloading. However, ex-
isting works mostly consider the resources allocated to each
offloaded task keep unchanged during a computation offload-
ing period, leading to the constrained resource waste. Besides,
the majority of related works assume each user offloads one
task, whose solutions are not suitable for the realistic scenario
where each user has multiple computation tasks to offload. To
solve these problems, we propose efficient resource allocation
schemes for the multi-task offloading problem, which re-allocate
the resources from the completed tasks to the uncompleted tasks.
Taking response time into account, we utilize the game theoretic
approaches to formulate the multi-task offloading problem as the
strategic game, together with the analysis about the existence
of its Nash equilibrium. We then propose the ECO-GAME
algorithm to obtain an approximate solution in polynomial time
via the Nash equilibrium, together with the computational com-
plexity analysis and performance evaluation using PoA. The
experimental results indicate that ECO-GAME reduces 49.2%
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cost than JPBR, and scales well as the number of tasks on each
user increases and the number of users increases.

For our work, the limitation is that we do not evaluate our
proposed algorithm in a real-world MEC system. And our future
direction is to apply our ECO-GAME algorithm into practice.
One possible way is to extend our model in the autonomous
driving scenarios, where the autonomous vehicles offload the
tasks of perception, prediction and planning to the nearby
infrastructures for execution. And the nearby vehicles whose
computation resources are under-utilized could also be used to
execute the offloaded tasks so as to relieve the infrastructure
overloads.
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